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The unprecedented growth in mobile systems has transformed the way we approach everyday computing. Unfortunately, the
emergence of a sophisticated type of malware known as ransomware poses a great threat to consumers of this technology. Traditional
research on mobile malware detection has focused on approaches that rely on analyzing bytecode for uncovering malicious apps.
However, cybercriminals can bypass such methods by embedding malware directly in native machine code, making traditional methods
inadequate. Another challenge that detection solutions face is scalability. The sheer number of malware variants released every year
makes it difficult for solutions to efficiently scale their coverage.

To address these concerns, this work presents RansomShield, an energy efficient solution that leverages CNNs to detect ransomware.
We evaluate CNN architectures that have been known to perform well on computer vision tasks and examine their suitability for
ransomware detection. We show that systematically converting native instructions from Android apps into images using space-filling
curve visualization techniques enable CNNs to reliably detect ransomware with high accuracy. We characterize the robustness of
this approach across ARM and x86 architectures and demonstrate the effectiveness of this solution across heterogeneous platforms
including smartphones and chromebooks. We evaluate the suitability of different models for mobile systems by comparing their energy
demands using different platforms. In addition, we present a CNN introspection framework that determines the important features
that are needed for ransomware detection. Finally, we evaluate the robustness of this solution against adversarial machine learning
attacks using state-of-the-art Android malware dataset.

CCS Concepts: • Security and Privacy → Intrusion/anomaly detection and malware mitigation.
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1 INTRODUCTION

The unprecedented growth in mobile systems has transformed the way we approach everyday computing. With more
than 87% of the market share, the Android ecosystem has become an indispensable technology that enables the majority
of today’s digital devices. For instance, it was estimated that in 2019 Google Play averaged more than 230 million daily
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downloads from its app store, underscoring Android’s uncontested dominance in the mobile world. Unfortunately, the
popularity of this platform has garnered interest from cybercriminals, spurring an onslaught of creative malware that
harnesses this technology for profit. To this end, mobile consumers have been fraught with sophisticated ransomware
campaigns that aim to maliciously encrypt their data and lock them out of their devices in return for ransom money.
Recently, Trend Micro’s Mobile App Reputation Service (MARS) observed a 415% surge in new ransomware [65] relative
to prior years after it had discovered nearly half of a million ransomware samples that are tailored for mobile devices.
This trend underscores the need for researchers to devise solutions that can safeguard mobile systems against the
insurgence of such malware.

A significant body of research has explored various techniques to defend against computer and mobile ransomware.
Work by Kharraz et al. [31] investigated the use of filesystem patterns for detecting ransomware on a computer
system. The solution involves the generation of a temporary artificial user environment that is used to screen running
applications as a way of safely detecting ransomware behavior. However, this approach is vulnerable to ransomware
that block their encryption activity while running within a virtual environment. Other solutions include [33], which
tracks cryptographic keys that are generated by the operating system through the use of a key vault. The saved keys
are extracted from the vault in the event that malicious behavior is detected and used to decrypt any affected files.
Unfortunately, the aforementioned system can be bypassed by ransomware that directly embed encryption algorithms
within the application. Thus, bypassing the use of any crypto services available through the system that would otherwise
trigger the detection process. Additional techniques proposed the use of standard hardware performance counters
for detecting malicious activity [15, 50]. However, such techniques have been shown to be unreliable in predicting
malicious activity [78]. Additional work by Chen et al. [11] explored the use of finger movements on smartphones
for inferring the presence of ransomware activity on mobile systems. They treat finger movements as an indicator
that the user approves the application’s activity as opposed to some unsupervised encrypting process that is taking
place without the user’s knowledge. However, the proposed solution suffers from the inability to detect locker-based
ransomware which does not involve encryption. Finally, other recovery techniques, such as FlashGuard [24] leverage
out-of-place writes used to mitigate long erase latencies associated with flash drives as a mechanism for recovering
previously encrypted files. However, ransomware can generate large temporary files that can result in data being lost
if the recovery process is not activated immediately. In addition, the solution has limitations when the amount of
free storage is low which is common in mobile devices. Furthermore, other work [38, 39, 56] examined static analysis
techniques for detecting general malware. However, the aforementioned solutions rely on either XML-based permission
files or Dalvik bytecode. Unfortunately, cybercriminals are now obfuscating malicious content directly in native form in
order to evade such detection mechanisms [69]. Such obfuscation techniques underscore the need to augment mobile
systems with the ability to detect malware at the native instruction level.

In this work, we demonstrate the effectiveness of combining CNNs with native instructions for detecting mobile
ransomware. We show that our approach can achieve a near ideal accuracy of 99.7% when converting the native
instructions of Android apps into images through space-filling curves. We demonstrate that our work scales beyond
ARM-based smartphones to offer ransomware detection on other mobile platforms that utilize a completely different
instruction set. To this end, we characterize different CNN models and show that our method is effective in detecting
mobile ransomware across RISC and CISC architectures using two of the most popular instruction sets: ARM and x86.
Thus, having the ability to detect ransomware across heterogeneous devices ranging from smartphones to chromebooks.
In addition, we evaluate the suitability of our solution for mobile platforms by characterizing the energy demands of
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different models and propose a design that introduces minimal energy and application startup costs for the common
case. Finally, we evaluate the robustness of our approach against adversarial machine learning attacks.

Overall, this paper makes the following contributions:

• Presents a novel approach that demonstrates the effectiveness of space-filling curve visualization techniques in
converting mobile apps into images and its relevance to ransomware detection when used with CNNs.

• Evaluates the efficacy of combining CNNs with native instructions that span the ARM and x86 instruction sets
and the relevance of this approach in detecting mobile ransomware. Thus, providing detection coverage across
heterogeneous mobile devices including smartphones and chromebooks.

• Discusses the impact of adversarial machine learning attacks through newly generated ransomware derived
from Generative Adversarial Networks and evaluates defenses that can be applied to mitigate the effect of such
attacks.

• Characterizes the energy efficiency and accuracy of different CNN models and evaluates their suitability across
a range of ARM and x86 platforms.

• Proposes a solution that offsets the computational demands of CNNs on mobile systems by optimizing the
common use case to incur minimal application startup and energy costs.

• Implements a framework that performs CNN introspection designed to extract important features that are
relevant for ransomware detection across both ARM and x86 instruction sets.

The rest of this paper is organized as follows: Section 2 provides background information. Section 3 characterizes the
detection of ransomware in native code form using state-of-the-art commercial anti-malware. Sections 5 and 4 present
the design and threat model of the proposed system. Section 6 discusses the methodology for evaluating the approach.
Section 7 presents the results of our evaluation. Section 8 discusses the overall solution and its limitations. Section 9
details related work; and Section 10 concludes.

2 BACKGROUND

2.1 Native Execution in Android Platforms

Android is prolific software that is designed to promote application portability and execution performance across a
broad spectrum of mobile systems. Applications on this platform are made up of a collection of resources that are
bundled in the form of an Android Package Manager (APK). Such APKs contain descriptions of the system resources
they require, as well as, an executable that contains Java bytecode. This bytecode is referred to as a Dalvik executable
(dex file).

A core component for running applications on Android is the Android Runtime system (ART). Unlike the original
Dalvik Virtual Machine (DVM) design that leveraged just-in-time (JIT) compilation for launching Android apps, ART
employs ahead-of-time compilation. Therefore, instead of repeatedly translating Java bytecode every time a user
launches a given application, ART generates a one time binary that can be executed natively onto the device. The
same binary is used for subsequent launches of the application. ART accomplishes this through a dex2oat module
that extracts the dex file from the app’s APK and converts it into an OAT binary (ahead-of-time file). This approach
significantly speeds up application performance compared to the JIT-based approach. Our solution makes use of such
OAT files as the basis for generating images that can be consumed by our trained CNNs.
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2.2 Space-filling Curves

A space-filling curve is a function that has the ability to map sets of data into a multi-dimensional hypercube[18, 19, 59].
It has the property of passing through all the points in a given space while visiting each point only once. Therefore,
it can impose a linear ordering of points in a multi-dimensional space. Multiple bodies of work have explored space-
filling curves. This includes the Peano [51], Z [68], and Hilbert curves [21]. However, the Hilbert curve has proven
to outperform other methods due to its ability to preserve spatial information [16, 45]. This property is important to
this study since it preserves the linear ordering of instruction opcodes present in apps after they are transformed into
images. Thus, opcodes that occur in a given sequence will correlate to pixels that are also adjacent to each other in the
generated image. This study makes use of the Hilbert space-filling curve for mapping instructions associated with a
given app into pixel locations on a 2D image [14]. Leveraging this transformation enables our design to harness CNNs,
a powerful class of networks that can recognize complex patterns present in the form of 2D images with high accuracy.

More formally, the Hilbert curve entails recursively refining a 2 × 2 lattice into sub-lattices that undergo systematic
rotations to ensure that the entry and exit points of the sub-lattices remain adjacent to one another. This can be
interpreted as an 𝑛 dimensional space consisting of 2𝑛 vertices where each vertex is represented as an n-bit integer
𝑏 = [𝛽𝑛−1, ...𝛽0] such that 𝑏 ∈ 𝑍2𝑛 and each bit 𝛽𝑖 corresponds to the position of the vertex along a given dimension 𝑖 .
The ordering of the different vertices is enforced through the use of gray codes with the 𝑖𝑡ℎ gray code integer conforming
to equation (1). We define the curve’s entry point 𝑒 (𝑖) into a given 𝑖𝑡ℎ sub-hypercube through equation (2) to enforce
adjacency of the curve’s exit point in one sub-hypercube to the curve’s entry point in the next sub-hypercube.

We generate two sets of data images that use different coloring schemes. The first scheme makes use of the Hilbert
curve for generating a fine-grained RGB palette. This ensures that similar instructions will be assigned similar pixel
values based on RGB colors. An example of this is shown in Figure 1a. The second scheme is less granular and makes
use of entropy in conjunction with the red and blue components of the RGB space. It relies on the Shannon entropy
described in equation (3) over a window of 𝑛 pixels to define the intensity of the aforementioned components. Although,
not as granular, visualizing data through entropy has the benefit of highlighting encrypted sections that is often an
indicator of malicious content. An example of this is shown in Figure 1b.

𝑔𝑐 (𝑖) = 𝑖 ⊕ (𝑖 >> 1) (1)

𝑒 (𝑖) =

0, 𝑖 = 0

𝑔𝑐 (2⌊ 𝑖−12 ⌋), 0 < 𝑖 ≤ 2𝑛 − 1
(2)

𝐻 (𝑋 ) = −
𝑛∑︁
𝑖=0

𝑝 (𝑥𝑖 )𝑙𝑜𝑔𝑝 (𝑥𝑖 ) (3)

2.3 Convolutional Neural Networks

Convolutional neural networks (CNN) have demonstrated significant promise in tackling a multitude of computer vision
problems [12, 23, 29, 30, 52, 53, 72, 79]. A convolutional neural network consists of 𝑖𝑛𝑝𝑢𝑡 , 𝑜𝑢𝑡𝑝𝑢𝑡 , and ℎ𝑖𝑑𝑑𝑒𝑛 layers. As
shown in Figure 2, the hidden layers are usually composed of a series of convolution, normalization, activation, pooling,
and fully-connected layers.
Convolution Layer. Represents a central component of the CNN design. It consists of kernels (filters) that it learns
during the training phase. The kernels are convolved with the input image in strides over the spatial dimension to
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(a) Hilbert Color (b) Entropy Color

Fig. 1. Example of native code for a ransomware app transformed into images using Hilbert and entropy-based colors.
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Fig. 2. Overview of the typical components within a convolution neural network.

create 2D feature maps. The feature maps are obtained by performing dot product operations between the weights
of the kernel and small regions of the input that is known as the receptive field. This approach enables each layer to
generate successively higher levels of abstraction for the input data.
Batch Normalization Layer. This layer minimizes the internal covariate shift by normalizing the different features of
the computed feature maps.
Activation Layer. CNNs attempt to approximate mathematical functions that are non-linear in nature. Therefore, to
increase non-linearity within the network, an element-wise activation function such as rectified-linear unit (e.g. 𝑅𝑒𝐿𝑢)
is applied to the input data. In the case of the 𝑅𝑒𝐿𝑢, negative values are removed from feature maps by setting such
values to zero.
Pooling Layer (Max Pooling). This layer serves the purpose of reducing the complexity of the remaining layers by
decreasing the number of hyperparameters, amount of computation in the network, and required memory footprint.
The max pooling layer achieves this by down sampling the data it receives along the spatial dimensions.
Fully-connected Layer. This layer serves the purpose of inferring high level features that are beyond edges, curves, and
shapes. The neurons within this layer receive their inputs from the activation units of the preceding layer. The output
produced by each neuron is computed as the weighted sum of all its inputs. In order to generate a probability distribution
that could be used for predicting different classes, the CNN’s final fully-connected layer is typically connected to
softmax and argmax layers.
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Fig. 3. Detection rates of ransomware from three families when using high-level Dalvik bytecode (dex file) vs. the same dex file
converted into native ARM machine code.

3 THE CASE FOR NATIVE CODE SOLUTIONS

Various software vendors provide anti-malware solutions that are meant to address the increasing landscape of threats
induced by mobile malware. In order to characterize the effectiveness of the aforementioned solutions against mobile
ransomware, we conducted experiments that involved five leading commercial anti-malware solutions available through
VirusTotal [67]: Avast, Kasperky, McAfee, Sophos, and Symantec.

We selected 60 ransomware samples from three different families that span device locking and storage encryption
capabilities. More specifically, we selected the Aples, Simple Locker, and Jisut ransomware families. The Aples family
represents ransomware with device locking capability that pretends to be an anti-virus application as a way of luring
users into running the application with the privileges the ransomware needs [40, 70]. After the ransomware is launched,
it proceeds by locking the phone screen, then employs scare tactics to extort the user to pay a ransom. Simple Locker is
another device locking ransomware family that follows a similar approach. In addition to device locking capability, it
performs storage encryption through an AES algorithm that consumes a hardcoded key. The last family of ransomware
that we tested is known as Jisut. This ransomware operates by redirecting key press events to a meaningless action in
order to keep the device locked.

In order to assess the ability of the selected anti-malware programs to detect ransomware in native machine code,
we conducted a comparison test that entailed using files from the aforementioned ransomware families in two forms:
Dalvik code (dex file) that uses Java bytecode and the same binary, but in ARM native machine code (OAT file). Figure 3
illustrates the results of this experiment after running 60 ransomware applications in the two executable forms: dex
and OAT. In the first case, we can see that the detection rate of ransomware is uniform across all anti-malware programs
for all three families of ransomware. We observe that all anti-malware programs are able to detect all the ransomware
samples with 100% accuracy when presented with executables that are in high-level Dalvik bytecode. On the other
hand, none of the anti-malware programs are able to detect the same exact ransomware dataset when presented in
native ARM machine code. This experiment underscores the vulnerability of today’s mobile systems to attacks that can
subvert commercial anti-malware programs by embedding malicious code directly in native form. Therefore, the need
for mobile anti-malware solutions that can analyze malicious code directly in its native form.
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Fig. 4. Overview of the RansomShield system.

4 THREAT MODEL

In this section we detail the threat model and the assumptions we make about the attackers and how it applies to
our design. We make the assumption that ransomware is installed on the machine through the proper mechanisms
already supported by the operating system. For instance, in the case of Android, this process entails downloading a
.apk file from a mobile application provider such as Google Play Store or any other third party store. We assume no
privilege attacks occur on the device and that the operating system and underlying firmware of the device are up to
date and haven’t been compromised. In addition, we assume the presence of obfuscated code that relies on repackaging
attacks, payload encryption, and malicious payload embedded directly in native form [10, 42, 43, 69]. Furthermore, we
make the assumption that the Ransomware developer is aware of the detection infrastructure, with the possibility of
having access to the trained CNN for launching an adversarial attack. In the case of storage encryption ransomware, we
make the assumption that such ransomware can use encryption algorithms that are available through crypto services
provided through the OS or directly embedded within the application. We consider the fact that malicious applications
can pose as benign apps that can perform delayed updates as a way of fetching malicious content. In order to thwart
such update attacks, our design verifies OAT files on every launch. Thus updated OATs will be evaluated before they
are loaded in memory and executed. Our approach of analyzing OAT files on every load of an application introduces
overhead in both startup time and energy. However, we show in section 7 that the impact for the common case is
minimal. Gaining physical access to a device presents another vector of attack. This approach assumes that an attacker
has the appropriate knowledge about the device and resources similar to Graykey [17] in order to bypass existing
security measures. However, we believe such attacks defeat the purpose of using ransomware that is primarily focused
on spreading to as many users as possible with the goal of making profit through attacking users in large volumes. As
such, we do not envision physical attacks being a practical approach in this case.

5 THE RANSOMSHIELD SYSTEM

RansomShield is designed to ensure seamless interaction between mobile users and their applications. A primary
objective of RansomShield is to defend against obfuscation techniques that involve injecting native code into repackaged
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mobile applications. To this end, our design carries out its detection based on the native opcodes of the application.
The design also defends against seemingly benign applications that can fetch and install malicious payloads from a
command and control (C&C) server. RansomShield thwarts such attacks by performing the detection directly on the
device. This detection occurs immediately before the application’s binary is dispatched for execution.

Our ransomware detection system is designed to integrate directly into the Android Runtime environment (ART) of
the device. The detection process is shown in Figure 4. This begins with step 1 that corresponds to a user installing a
desired application using an APK bundle from the app store. After the user attempts to install the app onto the device,
ART extracts the various resources associated with the bundle including classes.dex which represents the executable
in Dalvik bytecode form. Upon the extraction of the necessary app resources by ART including any obfuscated code,
an OAT image is generated through the dex2oat module to produce an ELF formatted file that contains all the native
instructions that will be executed on the device. This corresponds to the conversion phase shown in step 2 .

Upon obtaining an OAT image, our design proceeds to the verification phase (step 3 ) in order to determine if the
app, in its native form, is safe to launch. To achieve this, our design makes use of a small OAT database that consists of all
the OAT names installed on the system and their corresponding hashes. On average the database contains information
for approximately 100 apps, which is the number of apps the average user installs [5]. We maintain the most recent hash
for each OAT image within the database using the SHA512 algorithm. For added security, the OAT database is encrypted
using an AES 256 key that is stored in an enclave. In order to optimize the verification phase and reduce its overhead,
we decrypt the database during the boot process of the system. An important step in this phase consists of the OAT
lookup. This entails computing the hash of the converted OAT file the user is attempting to launch and matching it to
the database. If a valid entry for this OAT image is found within the database, we compare its computed hash against the
most recently saved hash for that same OAT. If the hashes match, we launch the app since this implies that the app
hasn’t changed after its last validated run. Otherwise, we proceed to the encoding phase.

In the encoding phase (step 4 ), the design transforms the OAT file into a pixelated image that can be consumed by a
CNN. We use space-filling curve visualization techniques to acheive this tranformation. This image is used as an input
into the classification phase (step 5 ). The design makes use of a pre-trained CNN that performs the final classification
of the app. In the event that the image is classified as benign, the design updates the OAT database to include the most
recent hash and launches the app. Otherwise, an alert is issued to the user to indicate ransomware detection.

In most cases, a user attempting to launch an app will result in step 3 being activated. This step represents the
common case. Steps 4 5 are only used if the user installs a new app or updates an existing app.

6 EXPERIMENTAL FRAMEWORK

6.1 Training Framework

Training experiments were conducted on a system equipped with two Intel Xeon Gold 6152 processors (Skylake
architecture), an Nvidia Tesla V100 GPU (Volta architecture), and 768GB of main memory. We re-purposed four CNN
architectures that are popular in the field of computer vision to perform ransomware detection. This included: LeNet
[36], Alexnet [34], InceptionV3 [60], and VGG-16 [54]. All of the aforementioned CNNs were trained on the V100 GPU
with the exception of VGG which required more memory and had to be trained on the main system due to its larger
number of hyper-parameters (138 million).

To generate OAT files for the APK packages within our dataset, we created a framework based on the Android Open
Source Project (AOSP) 6.0.1 release and built it with the userdebug option for ARMv7. The framework was used to
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Fig. 5. Methodology for training the reference deep neural network (DNN).

convert the app executables from Dalvik bytecode (classes.dex) to Android OAT files that conform to a standard
Executable and Linkable Format (ELF). We used TensorFlow 1.12 [62] with Python 3.6 for training the CNN architectures.
We used [14] to convert Android OAT files into 256 × 1024 images. More specifically, we used the Hilbert space-filling
curve for mapping instructions into pixel locations within a 2D image. Furthermore, we used two coloring schemes to
generate the RGB values for each pixel location: Hilbert and entropy. Hence, we created two sets of data images, one
for each coloring scheme. The images were then grouped into TFRecords to facilitate portability across the three CNN
architectures within TensorFlow and ensure consistent ordering of the images during the training and testing phases
for all three models.

In addition, we evaluated a plain deep neural network (DNN) that we use to compare against our CNN-based design.
The DNN architecture consisted of seven hidden layers (same number of layers as LeNet) and 1024 nodes per layer.
Since a DNN can’t consume images, we devised another approach to enable the evaluation of this architecture. The
steps of this approach are summarized in Figure 5. Similar to our CNN-based design, step 1 converts the dex files into
the corresponding OATs. Upon completion of the conversion process, native instruction opcodes are extracted from the
text segment of each OAT file (step 2 ) with the frequency information of each opcode within the text segment

computed (step 3 ). A dictionary is then used to encode the extracted opcodes and their frequency information into a
feature set that the DNN uses for training (step 4 ).

All of the models were trained with the Adaptive Moment Estimation optimizer (Adam) after initializing the weights
to randomly generated numbers. In addition, we tested different configurations in order to determine the optimal
settings. This included using 64 and 128 batch sizes. Furthermore, we varied the number of epochs per batch size
configuration across the following settings: 50, and 100 epochs.

6.2 Experimental Platforms

We selected three configurations in order to characterize our design and its suitability across a range of ARM and x86
mobile systems that span low-end, mid-range, and high-end platforms. For the low-end platform, we used a Raspberry
PI 3 B+. This configuration is similar to a Nexus 5X smartphone [71]. We attached a Zymbit security module [63] to the
Raspberry PI 3 configuration for key storage support. The Zymbit module was used for developing a proof of concept
for the verification phase of our design. The second platform included a mid-range configuration that used a Core
i3-based x86 system. The mid-range platform was used to represent a low-end x86 chromebook and is similar to the
Lenovo C630 chromebook [28]. The last platform included a high-end configuration that used a Core i7-based x86
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system to represent the high-end chromebook space. This configuration is similar to the Google Pixelbook chromebook
[28]. We used a Trusted Platform Module (TPM) 1.2 for key storage support as part of developing a proof of concept
for the verification phase of our design for the x86 platforms. The main hardware components for each platform is
summarized in Table 1. We used the aforementioned platforms listed in Table 1 to collect the runtime and energy
information. In the case of energy measurements, we used the Running Average Power Limit (RAPL) counters [26]
along with the perf event interface for measuring energy on the Intel platforms. For the ARM platform, we used the
Klein Tools ET920 USB digital meter [64].

6.3 Dataset

We conducted experiments using 2063 ransomware samples available in [69] that included both device locking and
storage encryption capabilities. Table 2 summarizes the different ransomware families that we employed in this dataset
and their respective capabilities. All of the samples that we tested involved communication with a remote command and
control (C&C) server that could be triggered through system events, such as Boot, Call, and Sys. Besides exchanging
encryption keys in the case of cryptographic ransomware, this communication is leveraged to fetch and install malicious
payloads. In addition to ransomware samples available in [69], we used 13022 samples from AndroZoo [1] as a baseline
for benign Android apps. The aforementioned samples were combined to form a dataset that we trained and tested
with, which consisted of a total of 15K image samples. We dedicated 80% of the dataset for training, 10% for validation,
and 10% for testing.

In terms of images, we used the Hilbert curve for transforming instruction opcodes into pixel locations (x and y
coordinates of the image). Each pixel value (RGB value) within an image was generated using two coloring schemes:
Hilbert-color and entropy-color. Images with the Hilbert coloring scheme used an order 8 Hilbert curve for mapping
instruction opcodes into RGB pixel values. On the other hand, images with the entropy coloring scheme leveraged the
Shannon entropy described in equation (3) for defining the RGB values. As result, our experiments consisted of using a
dataset for each image type in order to evaluate the effect of different coloring schemes. Therefore, our study used: a
15K dataset for Hilbert images and a 15K dataset for entropy images.

7 EVALUATION

This section examines different quality metrics on how our solution performs across heterogeneous platforms that use
the ARM and x86 instruction set architectures (ISA). We analyze different CNN models and their robustness against
adversarial machine learning attacks. We also characterize the runtime and energy overheads associated with our
system.

Platform Hardware

Low-end (Cortex-A53) CPU: ARMv8 ISA, 1.4GHz, 4 cores
Memory: 1GB, LPDDR2

Mid-range (Core i3 8100) CPU: x86 ISA, 3.6GHz, 2 cores
Memory: 8GB, DDR4

High-end (Core i7 7700K) CPU: x86 ISA, 4.2GHz, 4 cores
Memory: 16GB, DDR4

Table 1. Summary of platforms tested that include low-end (smartphone), mid-range (low-end chromebook), and high-end (high-end
chromebook) configurations.
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Family Samples File Encryption Screen Lock C&C
Aples 21 - ✔ ✔

Fusob 1282 ✔ ✔ ✔

Jisut 560 ✔ ✔ ✔

Koler 72 ✔ ✔ ✔

Roop 48 - ✔ ✔

Simple Locker 180 ✔ ✔ ✔

Table 2. Summary of the ransomware families used in the evaluation and their capabilities.

7.1 Model Analysis on Smartphone Platforms

We examined multiple CNN models in the context of smartphones that consume the ARM instruction set. We evaluated
each model against commonly used quality metrics that include: accuracy, true positive rate (TPR), false positive rate
(FPR), precision, F-score, and area under the curve (AUC). We also evaluated the impact of the Hilbert and entropy
coloring schemes on the aforementioned quality metrics.

7.1.1 Hilbert Coloring Scheme on Smartphones. Table 3 summarizes the quality metrics for our smartphone platform.
The results are based on the dataset that maps the ARM instructions within apps into pixelated images that use the
Hilbert coloring scheme. Overall, we observed that all the CNN models considered in this study performed significantly
better than a plain DNN across all metrics. For instance, all the CNN models were able to achieve detection rates and
F-scores that are above 97.6%. This is in comparison to the DNN model which scored 80.1% or less for the same metrics.
Furthermore, we observed that our system performed well when using the simplest CNN model for classification. The
LeNet-based model which only has 7 layers offered the best performance across all the metrics in Table 3, followed by
designs with Alexnet (8 layers) and InceptionV3 (48 layers) that had equivalent performances, then VGG (16 layers). The
LeNet model had a 0.0% false positive rate with detection rate (TPR) and F-score metrics of 98.1% and 99.0%, respectively.
The remaining CNN models which includes Alexnet, InceptionV3 (IV3), and VGG, had similar results that were near
the average TPR (97.7%) and F-score (98.8%). However, VGG exhibited a slightly higher false positive rate that in turn
translated into relatively lower F-score and precision metrics.

To better understand the performance of the studied models, we examined the amount of false positives and negatives
each model generated under the Hilbert coloring scheme. Figure 6a provides a breakdown of the misclassified data into
false positives and false negatives. Figure 6a suggests that LeNet is the most conservative with false negatives, yielding
four false negatives. These false negatives correspond to one, two, and one misclassifications from the Fusob, Jisut, and
Kohler families, respectively. This is slightly better than the remaining models which had five false negatives, and as a
result, lower F-scores. This also implies that LeNet is better at detecting ransomware than the remaining models. On the
other hand, all of the CNNs performed well in terms of false positives. For instance, LeNet, Alexnet, and InceptionV3
didn’t generate any false positives while VGG yielded a single false positive. Overall, we note that LeNet produced
the least number of misclassifictions with the remaining models having close performances. Most importantly, we
observe that LeNet demonstrated robustness against obfuscated attacks that embed malicious code directly in native
form. LeNet miscalssified only two samples from the Jisut family that has been shown to embed malicious instructions
directly in native form alongside standard Dalvik byte code [42].

7.1.2 Entropy Coloring Scheme on Smartphones. Table 4 summarizes the quality metrics for the same platform and
ransomware dataset while using the entropy coloring scheme. Overall, we recorded similar results relative to what
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Fig. 6. False positive and negative misclassifications using the ARM instruction set with (a) Hilbert coloring scheme, and (b) Entropy
coloring scheme.

was observed for the Hilbert coloring scheme. For instance, all the CNN models were able to achieve detection rates
and F-scores that are above 97.6%. In addition, we observe that all CNNs exhibited similar performances with LeNet
having a slight edge across most metrics. Figure 6b shows a breakdown of the misclassification data in terms of false
positives and negatives. We observed a geometric mean (GeoMean) of 1 false positive and 4 false negatives across CNNs
when using the entropy coloring scheme. Although LeNet had the lowest misclassification count, we observe that
InceptionV3 is more conservative than LeNet in terms of false negatives. For instance, InceptionV3 generated a total of
3 false negatives while LeNet had a total of 4 misclassifications of the same type. On the other hand, LeNet had no false
positives while InceptionV3 had 3. Furthermore, we observe that unlike other models, LeNet produced similar results
irrespective of the image type including the ability to detect obfuscated ransomware represented by the Jisut family.

In general, our results suggest that the Hilbert and entropy coloring schemes are equally capable in detecting
ransomware on smartphones that rely on the ARM instruction set. When comparing the two schemes, we observed
that, on average, entropy-based images tended to yield lower false negative rates while Hilbert-based images were
slightly better at producing lower false positive rates. For instance, we observed a geometric mean (GeoMean) of 0.95
and 3.9 false positives and negatives, respectively, across CNNs for the entropy dataset. This is in comparison to the
Hilbert coloring scheme which yielded nearly no false positives and 4.7 false negatives. We attribute the advantage the
entropy coloring scheme has over its Hilbert-based counterpart in detecting ransomware, to its ability to recognize
the presence of encrypted sections in OAT images. This is because malicious apps tend to include information, such as
the C&C server they communicate with and payment details in encrypted form [69]. These encrypted sections result
in image segments that have high entropy that the trained models look for as features. As such, the entropy coloring
scheme is slightly better at detecting malicious samples compared to the Hilbert-based approach. On the other hand,
we find that the Hilbert images are slightly better at classifying benign samples. In general, unlike the entropy-based
images which uses a limited number of colors to represent entropy values, Hilbert images utilize the full range of colors
from the RGB spectrum. We believe this fine-grained approach, gives Hilbert-based images an advantage in being able
to accurately represent a wide range of benign applications that utilize a different collection of instructions. However,
we note the difference between the aforementioned schemes is minor. As such, additional factors including resiliency
to adversarial machine learning attacks and energy efficiency must be considered as part of determining the optimal
solution for mobile platforms. We also note that LeNet outperformed other CNNs across most quality metrics despite
being the simplest CNN model in the batch.

12



625

626

627

628

629

630

631

632

633

634

635

636

637

638

639

640

641

642

643

644

645

646

647

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

663

664

665

666

667

668

669

670

671

672

673

674

675

676

RansomShield: A Visualization Approach to Defending Mobile Systems Against Ransomware ACM Transactions on Privacy and Security, ,

Model Accuracy TPR FPR Precision F-score AUC
LeNet 0.997 0.981 0 1 0.990 0.990
Alexnet 0.997 0.976 0 1 0.988 0.988
VGG 0.995 0.976 0.024 0.996 0.985 0.976
IV3 0.997 0.976 0 1 0.988 0.988
DNN 0.934 0.801 0.199 0.737 0.767 0.801

Table 3. Summary of quality metrics for ARM-based CNN models using the Hilbert-color dataset.

7.2 Model Scaling to Other Platforms

To understand how our solution scales beyond smartphones, we examined the performance of the previously discussed
CNNs in the context of chromebook systems that are designed to consume the x86 instruction set.

7.2.1 Hilbert Coloring Scheme on Chromebooks. Table 5 summarizes the quality metrics for the x86 chromebook
platform. All the models achieved F-scores that were above 97.1%. In addition, InceptionV3 offered the best detection
rate (97.1%) while Alexnet had the best F-score (97.8%). LeNet also produced competitive results by being within 0.5%
of all the best metrics under this coloring scheme. In general, we noticed a slight decrease (<1%) across the different
metrics when using CNNs with the x86 dataset relative to their ARM counterparts. We believe this is attributed to the
number of unique instruction opcodes that apps use in each instruction set. For instance, a total of 5014 unique opcodes
were used for apps running on the ARM platform (smartphone) whereas the x86 platform (chromebooks) only used 841
unique opcodes. We believe this finer granularity in the ARM opcodes used within apps gave CNNs a slight advantage
during the training process over their x86 counterparts.

Figure 7a illustrates the misclassification results for the x86 Hilbert coloring scheme. We observed that InceptionV3
had the least number of false negatives followed by LeNet and Alexnet. On the other hand, Alexnet, offered the least
number of false positives followed by LeNet and VGG. Overall, InceptionV3 was the most effective in terms of false
negatives with LeNet being a close second. This is an important metric to consider given that it is directly concerned
with the detection of ransomware, as opposed to false positives which reflect how often benign apps are falsely classified
as ransomware.

7.2.2 Entropy Coloring Scheme on Chromebooks. Table 6 summarizes the quality metrics for the same x86-based
datasets when using the entropy coloring scheme. Overall, we observed a lower average of false negatives in the
results relative to what we recorded for the Hilbert coloring scheme. This is evident in Figure 7b which provides a
breakdown of the misclassifications across the different x86-based models. We observe that VGG had the least number
of misclassifications. It yielded a total of 6 misclassifications compared to LeNet which had 8. However, LeNet was the
most conservative in terms of false negatives. It had 2 false negatives while VGG had 3. On the other hand, Alexnet
performed the worst by yielding a total of 35 misclassifications with 34 of them being false negatives. This in turn had a
direct impact on Alexnet’s TPR which was 83.5%. On average, we recorded 3.1 false positives and 5.9 false negatives
across CNNs.

Overall, our results suggest that combining LeNet with the entropy coloring scheme is the most secure for x86. It
yields the least amount of false negatives, and therefore, the most capable in terms of ransomware detection. On the
other hand, combining VGG with the entropy coloring scheme provides the best balanced performance on x86 systems,
yielding 3 false positives and 3 false negatives while using the entropy coloring scheme. Therefore, the user would get
less notifications of ransomware being falsely detected while using VGG.
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Fig. 7. False positive and negative misclassifications using the x86 instruction set with (a) Hilbert coloring scheme, and (b) Entropy
coloring scheme.

Model Accuracy TPR FPR Precision F-Score AUC
LeNet 0.997 0.980 0 1 0.990 0.990
Alexnet 0.997 0.980 0.002 0.990 0.985 0.989
VGG 0.995 0.976 0.002 0.990 0.985 0.987
IV3 0.996 0.985 0.002 0.985 0.985 0.992
DNN 0.934 0.801 0.199 0.737 0.767 0.801

Table 4. Summary of quality metrics for ARM-based CNN models using the Entropy-color dataset.

Model Accuracy TPR FPR Precision F-score AUC
LeNet 0.994 0.966 0.002 0.990 0.978 0.982
Alexnet 0.994 0.966 0.0007 0.995 0.980 0.983
VGG 0.993 0.956 0.002 0.990 0.973 0.977
IV3 0.992 0.971 0.005 0.971 0.971 0.983
DNN 0.931 0.796 0.204 0.726 0.759 0.796

Table 5. Summary of quality metrics for x86-based CNN models using the Hilbert-color dataset.

Model Accuracy TPR FPR Precision F-score AUC
LeNet 0.995 0.990 0.005 0.971 0.981 0.992
Alexnet 0.978 0.835 0.001 0.971 0.981 0.917
VGG 0.997 0.971 0.004 0.976 0.973 0.991
IV3 0.994 0.971 0.004 0.976 0.973 0.984
DNN 0.931 0.796 0.204 0.726 0.759 0.796

Table 6. Summary of quality metrics for x86-based CNN models using the Entropy-color dataset.

7.3 Adversarial Machine Learning

Research has shown that adding small perturbations to input are sufficient for an attacker to misclassify the input with
high confidence. As such, an attacker can fool a detection system by carefully positioning benign instructions into
ransomware.

We evaluate the impact of adversarial machine learning (AML) attacks by generating a new ransomware dataset
that we use for testing our solution. Each image in this new dataset consists of benign instructions that are carefully
embedded into ransomware images in the form of adversarial noise. We rely on two optimization procedures for
generating the adversarial noise. We first optimize the original CNN model to classify the original input using the cross
entropy loss function shown in (4). We then optimize the adversarial noise to mimic the benign class. We accomplish
this through a weighted 𝑙2 loss function (5) that is combined with the original classifier’s loss function to form the total
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loss function shown in (6). More specifically, 𝑦 represents the actual class value, 𝑝 is the predicted value, and 𝑛 is the
number of samples.

𝑐 (𝑦, 𝑝) = −
𝑛∑︁

𝑛=0
𝑦𝑛𝑙𝑜𝑔(𝑝𝑛) (4)

𝑙2(𝑦, 𝑝) =
𝑛∑︁

𝑛=0
(𝑦𝑛 − 𝑝𝑛)2 (5)

𝑡 (𝑐, 𝑙2) = 𝑐 +𝑤 × 𝑙2 (6)

Upon generating the new AML ransomware test set through the weighted loss function, we tested it against our
previously trained models discussed in sections 7.1 and 7.2. We refer to these models as non-adversarially aware (Non-
Adv) due to their training being limited to the original dataset that didn’t contain any AML training samples. We then
evaluated the ability of each CNN model to correctly classify our AML test set after making them adversarially-aware
through different mechanisms. Table 7 summarizes the different approaches we used for hardening our CNN models
against AML attacks. The first AML approach consisted of simply re-training each CNN model with a new set of
AML examples. We refer to this configuration as adversarially-aware (Adv). To support this configuration, we used a
Generative Adversarial Network (GAN) to create an AML training set that consisted of 40K adversarial samples. The
aforementioned training samples were independently generated through our GAN model and did not rely on the loss
function described in equations (4) – (6) that we dedicated for the AML test set. In other words, the AML test set we
used to evaluate the robustness of our models against AML attacks relied on equations (4) – (6) for producing the test
samples. On the other hand, the AML training set that was used to make the models adversarially aware relied on
the GAN to produce the training samples. Using a GAN allowed us to expand our training set by introducing new
ransomware variants that were not previously considered in the original dataset.

In addition to the Adv configuration, we augmented each adversarially aware CNN model with either Feature
Squeezing [74] or Randomized Discretization [77] techniques to further harden them against AML attacks. Feature
Squeezing (FS) aims to reduce the color space of each pixel. We accomplished this by reducing the number of bits from
24 to 8 for each pixel in the training set. Randomized Discretization (RD), on the other hand, operates by introducing
Gaussian noise to each pixel in the training set. We refer to the models augmented with the aforementioned defenses as
Adv-FS and Adv-RD, respectively. Similar to the Adv configuration, both Adv-FS and Adv-RD included re-training each
model with the GAN-based AML training set only.

CNN Configuration Description

Adversarially unaware (Non-Adv) Original models without any
AML defense (baseline).

Adversarially-aware (Adv) Plain models only retrained
with AML samples.

Adversarially-aware with Models augmented with Feature

Feature Squeezing (Adv-FS) Squeezing and retrained with
AML samples.

Adversarially-aware with Models augmented with

Randomized Discretization (Adv-RD)
Randomized Discretization and
retrained with AML samples.

Table 7. Summary of experiments used to evaluate robustness against AML attacks.
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Fig. 8. Comparison of adversarially-aware (Adv*) and non-adversarially-aware (Non-Adv) detection rates using the ARM instruction
set with (a) Hilbert coloring scheme, and (b) Entropy coloring scheme.

Figure 8 shows a comparison of the detection rates for the adversarially and non-adversarially aware models while
using the smartphone configuration. The results are based on the AML test set that maps the ARM instructions into
images that use the Hilbert coloring scheme. On average (GeoMean), Adv-FS had the best detection rate (96.4%), followed
by Adv-RD (94.9%), Adv (22.8%), and then Non-Adv (8.8%) while using the Hilbert coloring system. For instance, we
found that combining InceptionV3 with Feature Squeezing (Adv-FS) resulted in all of the AML test set samples getting
detected. LeNet also offered a competitive detection rate of 96.6% when configured to use Randomization Discretization
(Adv-RD). We also note that with the exception of VGG, simply re-training CNNs using AML samples without any
hardening techniques (Adv) resulted in lower detection rates. Similarly, non-adversarially aware models resulted in
low rates that ranged between 1.0% – 89.9% with a geometric mean of 8.8%. Such results underscore the importance of
integrating adversarial datasets into the training process in order to increase the robustness of CNNs against AML
attacks.

A similar trend was observed while using the entropy coloring scheme on the smartphone configuration. On average,
Adv-FS offered higher rates across CNNs (96.4%), followed by Adv-RD (83.6%), Adv (80.9%), and then Non-Adv (21.6%).
However, the highest rate was attained when augmenting VGG with Adv-RD (99.5%). On the other hand, LeNet achieved
96.1% when using Adv-RD. These results are summarized in Figure 8b. Overall, the average detection rate for the
Adv-RD configuration across CNNs dropped by 11% when shifting from the Hilbert to the entropy coloring scheme. On
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Fig. 9. Comparison of adversarially-aware (Adv*) and non-adversarially-aware (Non-Adv) detection rates using the x86 instruction set
with (a) Hilbert coloring scheme, and (b) Entropy coloring scheme.
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the other hand, the basic Adv configuration improved by 58% when using the entropy coloring scheme, while Adv-FS
averaged similar results irrespective of the coloring scheme.

We observe a different trend with our chromebook platform that consumes the x86 instruction set (shown in Figure
9). Overall, we find that the entropy coloring scheme is more suitable for detecting AML attacks. For instance, with
the exception of Adv-FS on InceptionV3, all of the adversarially-aware configurations were able to detect all of the
ransomware samples from the AML test set. For example, combining LeNet with Adv-FS resulted in all of the AML test
samples being detected. On average, the Hilbert coloring scheme was less effective across CNNs with the AML test set.
The average ranged between 4.0% – 16.1%. However, each adversarially-aware model had at least one configuration that
offered a perfect detection rate while using the Hilbert coloring scheme. We attribute the overall low average to the
large amount of x86 instructions that had to be injected into the AML test set while using the Hilbert coloring scheme.
We observed that this scheme required a high number of x86 instructions to be injected before the system could be
fooled into misclassifying ransomware as benign. ARM-based ransomware, on the other hand, required significantly less
instructions to be injected in order to fool the system. As such, the AML injections in the case of x86 were significantly
more aggressive compared to its ARM counterpart. Despite the aggressive nature of the x86 AML samples, our design
was able to achieve a detection rate of 100% against adversarial samples across all models while using the Hilbert
coloring scheme. However, not all algorithms performed equally across the different models. The entropy-based scheme,
on the other hand, is not as susceptible to this issue. This is because in addition to examining instruction clusters, the
entropy-based models learn to detect encrypted data sections. Our results show that the overall entropy of encrypted
data sections retain high levels of randomness even when noise is injected. This property makes the entropy coloring
scheme less susceptible to AML attacks relative to the Hilbert-based approach.

7.4 Runtime and Energy Overhead

We conducted runtime and energy efficiency experiments across multiple platforms in order to understand the suitability
of different models for deployment on mobile systems. We selected LeNet as the baseline CNN model for this study
due to its simplicity. In addition, this model performed consistently well according to the previously discussed quality
metrics across both ARM and x86 architectures.

Figure 10 shows the runtime of different CNN and DNN models across three platforms relative to LeNet. In general,
Alexnet (8 layers) and the DNN (7 layers) had the second least impact on performance on ARM and x86 platforms,
respectively. On the other hand, the VGG model had the highest performance impact due to its high number of
hyper-parameters. We observed that in the case of the ARM architecture, the runtime relative to the LeNet model
ranges between 3x to 47x. This is summarized in Figure 10a. The x86 architecture exhibited a similar trend as indicated
by Figures 10b and 10c. We observed that the relative runtime for this architecture ranged between 1.2x to 47x. As a
reference, we show the results of the DNN model on x86. The x86 DNN model had less overhead than LeNet and also
less than the same DNN architecture on ARM. This is attributed to the smaller feature set used in the case of the x86
DNN (841 features) relative to its ARM counterpart (5014 features). We also note that VGG consistently exhibited the
worst overhead across both x86 platforms.

Figure 11 shows the energy consumption of different CNN and DNN models across three platforms relative to LeNet.
We observed a similar trend to the runtime performance with Alexnet and the DNN being the second most efficient
models on ARM and x86 platforms, respectively. For instance, the VGG model proved to be the least efficient model. We
observed that in the case of the ARM architecture, the energy relative to the LeNet model ranges between 3x to 47x.
This is summarized in Figure 11a. The x86 architecture exhibits a similar trend in terms of relative energy as indicated
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Fig. 10. Runtime relative to LeNet running on (a) low-end (Cortex-A53), (b) mid-range (Core i3), and (c) high-end (Core i7).
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Fig. 11. Energy relative to LeNet running on (a) low-end (Cortex-A53), (b) mid-range (Core i3), and (c) high-end (Core i7).

by Figures 11b and 11c. We observed that the relative energy consumption for this architecture ranged between 0.5x to
30x. However, the reference DNN on x86 is more efficient than LeNet and the same DNN architecture on ARM due to
its smaller feature set. We also highlight that the energy consumption is significantly larger for the VGG model across
both x86 platforms. As such, the VGG model is the least suitable for mobile systems despite it’s robustness to AML
attacks. Overall, our results suggest that LeNet is the most suitable model for mobile systems.

Our system has three main sources of runtime and energy overhead. These sources are the cost of performing the
verification, encoding, and classification within our design. Figures 12 and 13 show a breakdown of the aforementioned
overheads by platform. In our design, the verification phase is executed every time an app is launched and represents
the overhead associated with the common case. We measured runtime and energy costs of 374 ms and 1.1 J for the ARM
Cortex-A53 platform (smartphone). On the other hand, we observed runtime and energy costs of 25 ms and 32 mJ for the
Core i3 platform (low-end chromebook), and 21 ms and 90mJ for the Core i7 platform (high-end chromebook). Although
the ARM-based platform has a lower power consumption than its x86 counterparts, the overall energy overhead is
lower on x86 due to the minimal execution unit usage for this phase combined with the shorter execution times. In
general, it is important to note that this overhead is confined to the startup cost of launching a given app. Our design,
doesn’t incur any overhead after the app has been launched. The second source of overhead relates to encoding which
entails transforming the app’s OAT file into an image. This component marks the highest overhead in our design. We
measured runtime and energy costs of 2.5 s and 7.4 J for the ARM Cortex-A53 platform (smartphone configuration), 447
ms and 11.6 J for the Core i3 platform (low-end chromebook), and 206 ms and 22.3 J for the Core i7 platform (high-end
chromebook) while using the Hilbert coloring scheme. This is denoted as Encoded-H in Figures 12 and 13. While this
cost is relatively higher than the verification phase, this phase is only used for newly installed apps or any apps that
undergo updates. Furthermore, we note that the entropy coloring scheme (Encoding-E) is approximately 25% more
efficient than its Hilbert counterpart. For instance, entropy-based images on the ARM Cortex-A53 platform required
1.9 s and 5.6 J for runtime and energy, respectively. Although this cost is still higher than the verification phase (5x
– 7x), we anticipate this phase to only be used for newly installed apps or any apps that undergo updates. The final
source of overhead relates to the classification phase which involves classifying the image obtained from the encoding
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Fig. 12. Breakdown of the runtime overhead for the main design phases (verification, encoding, and classification) on different
platforms (a) low-end (Cortex-A53), (b) mid-range (Core i3), and (c) high-end (Core i7).
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Fig. 13. Breakdown of the energy consumption for the main design phases (verification, encoding, and classification) on different
platforms (a) low-end (Cortex-A53), (b) mid-range (Core i3), and (c) high-end (Core i7).

phase through a CNN. We measured runtime and energy costs of 342 ms and 1 J for the ARM Cortex-A53 platform
(smartphone configuration), 118 ms and 5.0 J for the Core i3 platform (low-end chromebook), and 99 ms and 7.0 J for
the Core i7 platform (high-end chromebook) while using LeNet. Similar to the encoding phase, we expect this phase to
only be used for newly installed apps or apps that undergo updates.

7.5 Final Model Recommendation

We conclude our study with a final recommendation on the CNN model, coloring scheme, and adversarial defense
combination to use for smartphone (ARM) and chromebook (x86) platforms. We make this recommendation based on
multiple factors that span standard ransomware app detection, robustness against AML attacks, and energy efficiency.

We emphasize energy efficiency in determining the most suitable configuration for smartphones since energy is
treated as a first order constraint on such platforms. To this end, we recommend using the LeNet model with the entropy
coloring scheme for smartphones. As previously discussed in section 7.1.2, we observe that the entropy coloring scheme
has a slight advantage over its Hilbert-based counterpart in detecting ransomware since such malware often packs
sensitive data in encrypted form. Unlike Hilbert, the entropy-based approach effectively highlights the presence of
such data as features that CNNs can recognize. Our results show that this method offers a 98.0% detection rate against
standard ransomware apps. Although InceptionV3 offered a slightly improved detection rate, LeNet lags this model
only by 0.5% and has a better overall F-score. LeNet also offers a detection rate of 96.1% against AML-based ransomware
under the same entropy coloring scheme after hardening it with Randomized Discretization. Our data shows that
ARM-based applications leverage a wide range of instructions (5014 instruction opcodes in our dataset). As such,
augmenting ransomware to pass as benign applications involves injecting a diverse set of instructions across an image.
Randomized Discretization is suitable against this pattern of attacks since it involves training CNN models to recognize
Gaussian noise. We also note that although InceptionV3 and VGG achieved slightly higher detection rates against
AML attacks, they are energy inefficient. We find that LeNet is 7x and 47x more energy efficient than InceptionV3
and VGG which makes it suitable for smartphones. Also, configuring our solution with the entropy coloring scheme
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saves an additional 25% relative to the Hilbert coloring approach while still maintaining a high level of security. Unlike
Hilbert which relies on a fine-grained mapping of instruction opcodes into images, the entropy coloring scheme uses a
coarse-grained approach that requires significantly less computation.

We also recommend combining the LeNet model with the entropy coloring scheme for chromebook platforms. In
addition to LeNet and the entropy coloring approach being the most energy efficient (2x – 30x more efficient than
other models), this combination yields the best detection rate against standard ransomware apps (99.0%). Furthermore,
augmenting the aforementioned model with Feature Squeezing results in a 100% detection rate against AML attacks.
Although Randomized Discretization still offers a high detection rate of 99.5% against AML attacks, we observe that
Feature Squeezing is slightly better when used with the x86 instruction set. This is because Feature Squeezing operates
by reducing the number of features it depends on for detecting malicious images. Our data shows that on average,
x86 applications contain 84% less instruction opcodes compared to applications that are implemented using the ARM
instruction set. Since x86 applications generally use significantly less features (instruction opcodes) relative to their
ARM counterpart, reducing the number of features CNN models depend on for ransomware detection through Feature
Squeezing makes them probabilistically less susceptible to AML attacks.

7.6 Model Introspection and Feature Analysis

Convolutional neural networks (CNN) have shown significant promise in tackling a multitude of computer vision
problems. Such CNNs, rely on a cascaded set of convolutional layers that are responsible for learning features that
could be used to identify different objects within images. More specifically, convolutional layers use a collection of
feature maps as kernel filters that are applied successively to the original input. Such maps consist of weights that are
trained to detect a variety of features that can be as simple as edges and curves or as complex as animals and cars. Once
the weights of a given map are known, the map’s weights are used to activate learnable features by computing the dot
product of the input image with the aforementioned weights. Figure 14 illustrates an example of the effect of different
feature maps once they are applied to an input image that corresponds to the iconic Ford Model T. From this example,
we can see that each feature map activates different areas of the car based on the features it learned. These areas are
highlighted through a green shade within the processed images and correspond to the set of features that the CNN
model learned to distinguish cars from other objects.

In this study, we examine the different feature maps that we extracted from our trained CNN model and analyze the
machine code instructions that correlate to the areas activated by the feature maps. However, before we can discuss
how machine code instructions can be derived from images (the inverse process of generating an image – reverse
direction), it is important to understand how the pixels of an image are produced from a set of instructions first (forward
direction). In other words, how the Hilbert space filling curve algorithm maps instructions to a set of pixels. The Hilbert
space curve is designed to represent data through the use of different orders (granularities) of the Hilbert curve. This
process requires determining a suitable order for the Hilbert curve, such that all the data points can be transformed
into pixels on an image. This grid is then divided into a set of interconnected coordinates. For instance, an𝑚 order
curve will map data into points that correspond to a path with 2𝑚 × 2𝑚 coordinates. In other words, an order 1 curve
can be thought of as a lattice path for a curve consisting of 4 coordinates that we refer to as a brick. For the purpose of
this study, each coordinate is used to represent a byte. Therefore, each Hilbert brick can be used to represent a given
instruction. Furthermore, in order to represent a sequence of instructions while preserving their spatial information, a
set of Hilbert bricks are connected to form a continuous path, with each subsequent brick undergoing a 90◦ rotation.
This ensures that every last byte of instruction 𝐼𝑛 is connected to the first byte of instruction 𝐼𝑛+1. This process of
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Fig. 14. Visualization of the feature maps generated by one of the convolution layers for an image representing a Ford Model T car.

Fig. 15. Visualization of the feature maps generated by one of the convolution layers for the Hilbert coloring-scheme.

Fig. 16. Visualization of the feature maps generated by one of the convolution layers for the entropy coloring-scheme.

mapping instructions into pixels in the forward direction using bricks is illustrated in Figure 17 (right to left). We can
see in Figure 17 that in the case of a branch instruction, starting from the far right, the data is mapped in order with
byte 0xD6 mapped to location ’00’, byte 0x1F mapped to location ’01’, etc. The ordered bytes are then positioned onto
an order 1 curve to construct a Hilbert brick that is eventually mapped to an order 3 Hilbert curve which is used to
construct a segment of the final image. This process is repeated until all of the instructions have been mapped.

Unlike the previously discussed instruction to image mapping, performing introspection requires using the reverse
direction. In order to achieve this, we used a our trained LeNet model. As outlined in Figure 17 (left to right), we
first extracted the feature maps of the convolutional layers. A visualization of these maps for the Hilbert and entropy
coloring schemes are shown in Figures 15 and 16, respectively. Similar to the Ford Model T example in Figure 14, the
sections that are highlighted in green represent activated areas that correspond to important features the model has
learned. Therefore, in order to derive the instructions that are associated with the aforementioned features, we first
extracted the weights of the feature maps the model has learned. We then determined the set of pixels that form the
receptive field for each activated region on the image in strides that correspond to the kernel size. We then map each
pixel within a given receptive field of the image back to the original instruction that was used to produce the pixels.
This requires using the previously discussed Hilbert curve in reverse order. A summary of the process of mapping
pixels back to their original instructions is shown Figure 17 (left to right).

Overall, we collected several instructions in the case of the ARM-based images while using the Hilbert coloring
scheme. The instructions we collected from the feature maps spanned 13 categories. However, we found that the
following instruction categories accounted for more than 80% of the features: load/store, compare/branch, arithmetic,
single instruction multiple data (SIMD), and logical. For instance, we observed that instruction from the load/store
category accounted for 30% of the features. Given that data encryption involves continuously reading plaintext and
writing the corresponding ciphertext information, load and store operations are expected to play an important role in the
detection of ransomware. Examples of such instructions include, ldrsb, ldpsw, and vldr. Similarly, we observed several
compare-branch instructions. For instance, we observe instructions such as cbz and ccmn. In addition to arithmetic
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Fig. 17. Methodology for extracting the instructions CNN models learn for classifying ransomware samples.

instructions, we observe SIMD instructions. Such instructions are designed to harness parallelism that is available
through SIMD units within ARM processors. We also found other logical instructions that are commonly used in
cryptographic operations such as eon, orr, and orrn, in addition to non-SIMD shift operations such as bic, and bics.
Overall, we found that the three main instructions stand out as the predominant features in ransomware detection
correspond to these instructions: cbz (compare and branch on zero), add (addition), and ldrsb (load register byte). We
find this to be consistent with the features that we collected from the feature maps of the second convolutional layer of
the LeNet CNN. Therefore, these instructions play in important role identifying the ransomware. Finally, we observe a
similar trend for the entropy coloring scheme. The main difference is that the entropy tracks less features compared
to Hilbert. We attribute this to the fact that entropy coloring scheme uses a smaller set of RGB colors in comparison
to the Hilbert scheme. Despite this, we still observe the same category of instructions with the cbz, add, and ldrsb

instructions representing the dominant features.
A similar analysis over the x86 CNN trained with the Hilbert coloring scheme resulted in several features that

spanned 14 instruction categories. However, we observed that three categories encompassed 70% of the instructions
that we extracted from the feature maps. These categories correspond to arithmetic, logical, and data move instructions
(includes load/store instructions). In the case of the arithmetic type of instructions, we observed addition instructions
such as add, adc, and imul, with adc being the most frequently used instruction within the feature maps. We also found
instructions that are commonly used to perform cryptographic operations, such as or, and, and xor, represented 20% of
the features used for ransomware detection. Finally, data move instructions such as mov occurred frequently within the
feature maps, representing 17% of the total features. Such instructions are used for performing loads and stores on x86
architectures. We observe a similar trend for the x86 CNN trained with the entropy coloring scheme. We find that the
arithmetic, logical, and data move instructions contribute to 75% of the instructions. However, unlike with Hilbert, we
note that the features for the entropy had the or instruction as the most dominant feature followed by adc instruction.

Overall, our analysis shows that load, arithmetic, and compare instructions represent the most important features
our recommended CNN uses for identifying ransomware tailored for smartphone platforms (ARM instruction set).
In the case of x86, we find that arithmetic, logical, and data move instructions stand out as important features in
identifying ransomware that is designed x86-based platforms. This observation correlates to the typical behavior of
most ransomware applications. In other words, ransomware applications tend to encryption and delete data which
requires issuing a large amount of load and store transactions in addition to operations that are needed to perform
cryptographic operations, similar to what would be found in algorithms such as the Advanced Encryption Standard
(AES).
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7.7 Comparison to Other CNN Solutions

Multiple bodies of work explored the use of deep learning for malware detection [3, 20, 22, 41, 47, 66, 73, 75, 76]. Table
8 includes a comparison of our work to other solutions. We outline the differences in terms of metrics associated with
the detection methods, datasets, features, robustness against adversarial attacks, and the overall overhead. In general,
we find that previous work did not evaluate the robustness of their solutions against adversarial attacks. Our work,
on the other hand, provides a thorough discussion on support against such attacks and the importance of making
CNN models adversarially aware. For instance, we achieve 99.3%, 99.0%, 0.96%, and 97.5% for the accuracy, precision,
recall and F-Score metrics, respectively. More, other studies did not discuss or analyze the performance overhead of
their detection systems on the proposed platforms. Since deep learning can be taxing on system resources, proposed
solutions may lead to high energy and resource utilization, especially on mobile systems. Our design is solution is
designed to offset the computational demands of CNNs on mobile systems by optimizing the common use case to incur
minimal application startup and energy costs. For example, work by Vasan et al. [66] harnesses pre-trained models
for malware detection across Windows and Android-based IoT platforms. They employed raw binary files with gray
scale and RGB colored images for training. Their solution was able to achieve 98.8% and 97.4% accuracy on Windows
and Android, respectively. However, the use of raw binaries makes the approach vulnerable adversarial attacks. In
addition to our work being adversarially aware, our solution achieves better accuracy. Other work by Zhang et al. [76]
proposed the use of opcodes and system calls for training neural networks to detect malware designed for Windows
platforms. However, this method was able to attain less than 96.0% across all the metrics. Similarly, [75] proposed the
use of N-gram opcodes present in Windows applications as features for a self-attention-based CNN solution. Their
metrics, however, were below 90% in all cases.

Other work by Martinelli et al. [41] explored the use of system calls for training an NLP-based model for malware
detection on Android devices. The proposed system, however, is less than 80% accurate. Similarly, a study by Nix et al.
[47] used a similar approach, but improved the overall accuracy. Work by Hasegawa [20] explored the use of N-bytes
located either at the beginning or the end of a raw APKs to train CNN models. The authors report a test accuracy
of 96.5% without a discussion on other commonly used metrics. Furthermore, the proposed approach can be easily
compromised since the model does not learn the patterns of the full APK. Therefore, the solution is susceptible to
triggering many false positives and negatives. Finally, [3, 22, 73] discussed the use of opcodes as features for malware
detection. Xiao et al. [73] paired the use of opcodes with a customized CNN model which reported an accuracy of 93.0%
and >90% for the remaining metrics. Similarly, R2-D2 [22] used opcodes to train an InceptionV3 model to achieved
an accuracy of 98.5%. Our work outperforms these solutions across many metrics. In addition, our work proposes a
solution that uses native instructions in order to mitigate delayed attacks that can fetch malicious in native form that
can run directly on a victim’s platform. Unlike prior work, we also show that our solution is robust against adversarial
attacks. Finally, our work includes a framework for performing introspection on CNN models that can better assist
researchers in understanding the important features associated with malware detection.

8 DISCUSSION AND LIMITATIONS

8.1 Ransomware Detection and Evasion

Prior research has shown that CNNs possess an excellent ability to recognize complex patterns present in images
[12, 23, 29, 30, 52, 53, 72, 79]. Unfortunately, such models cannot directly consume application code without being
systematically transformed into 2D images first. Our study relies on space-filling curves to fulfill this transformation.
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Work Platform Detection
Method

Dataset Features Spacial Info.
Preservation

Detection of
Adv. Learning

Accuracy Precision Recall F-Score Overhead
Analysis Introspection

Size Data Source
Ransom
Samples

Non-
Adv. Adv.

Non-
Adv. Adv.

Non-
Adv. Adv.

Non-
Adv. Adv.

[22] Android State-of-Art
CNN models 2M Leopard

Mobile Inc. ✔ Opcodes RGB
Coloring ✘ 0.985 - 0.965 - 0.964 - 0.944 - ✘ ✘

[75] Windows Self-Attention
CNN 1.8K Virus Total ✔ Opcodes ✘ ✘ 0.895 - 0.875 - 0.875 - 0.873 - ✘ ✘

[66] Windows Fine-tuned
CNN
Models

9.4K Malimg ✘
Raw

Binaries Gray Scale
& RGB
Coloring

✘ 0.988 - 0.989 - 0.988 - 0.981 - ✘ ✘

IoT
Android 17K IoT - Android

Malware ✘
Raw

Binaries ✘ 0.974 - 0.973 - 0.973 - 0.973 - ✘ ✘

[41] Android Customized
CNN 7K Google Play

& Drebin ✘ System Calls ✘ ✘
0.75 -
0.8 - 0.75 -

0.8 - - - - - ✘ ✘

[20] Android Customized
CNN 7K AMD, Drebin,

Appsapk, & Apkpure ✘
N-Bytes
Raw APK ✘ ✘ 0.965 - - - - - - - ✘ ✘

[47] Android Customized
CNN 1.2K Contagio repository

& App stores ✘ System Calls ✘ ✘ 0.994 - 1.000 - 0.983 - - - ✘ ✘

[76] Windows Neural
Networks 10.4K VxHeaven ✘

Opcodes &
System Calls ✘ ✘ 0.951 - 0.957 - 0.943 - 0.950 - ✘ ✘

[73] Android Customized
CNN 10.5K Google Play

& AMD ✘ Opcodes RGB
Coloring ✘ 0.930 - >0.90 - >0.90 - >0.90 - ✘ ✘

Our Work Android State-of-Art
CNN models 15K AndroZoo

& AMD ✔
Native

Instructions

RGB Coloring &
Hilbert Space Filling

Curve
✔ 0.997 0.993 1.000 0.990 0.981 0.961 0.990 0.975 ✔ ✔

Table 8. Summary of CNN-based Malware Detection Systems.

Unlike other transformations, space-filling curves can impose a linear ordering of points in a multi-dimensional space.
This approach ensures that opcodes that occur in a given sequence within an app will correlate to pixels that are
also adjacent to each other in the generated image. Once an application is converted into a 2D image, CNNs can be
harnessed to recognize visual patterns that correlate to malicious code. Our results underscore the effectiveness of
combining CNNs with space-filling curves in reliably detecting both locker and cryptographic ransomware with high
accuracy. Unfortunately, cybercriminals are always on the lookout for ways to evade existing detection systems. Reports
show that attackers are repacking apps with malicious content directly in native form to evade existing solutions that
analyze high level bytecode [69]. Unlike prior work, RansomShield is resilient to such attacks since it implements its
defense directly in the Android Runtime system (ART). This allows RansomShield to examine the native instructions of
a given app immediately before it is launched on the device. We verified our solution against samples from the Jisut
family which employs the aforementioned obfuscation technique [42]. Despite the presence of obfuscated code in these
samples, our solution was able to detect 96% of such ransomware.

In addition to obfuscation attacks, a cybercriminal may choose to publish a seemingly legitimate application that
defers its attack until it is installed on a victim’s device. Once such malware is cleared from the security checks present
in the corresponding app store and is installed on a victim’s device [7, 8], an update is issued to an associated C&C
server to fetch its malicious payload. RansomShield mitigates against such attacks by maintaining a database that tracks
all of the OATs installed on the device along with their corresponding hashes. Whenever, an application is updated,
a new OAT is compiled. In this case, RansomShield compares the hash of the newly generated OAT file against the
most recently saved hash it has in the database for the same OAT. If the hashes don’t match, the design runs the newly
produced OAT through the full detection system for additional verification.

Finally, an attacker may leverage adversarial machine learning techniques to defeat our detection system. Our design
mitigates such attacks by leveraging a Generative Adversarial Network (GAN) to produce a large number of ransomware
variants that could be used to defeat our defense. In our study, we used the GAN to generate 40K ransomware variants.
Such samples were used to train our CNN models to make them adversarially aware. Although our results demonstrate
that our adversarially aware models were able to generalize and detect new adversarial samples that were not seen by
the trained models with high accuracy (over 96% for smartphones and over 99% for chromebooks), it is feasible for an
attacker to design a ransomware sample that contains specially crafted perturbations that evades our design. Therefore,
as an additional safety measure, we harden our models with another layer of protection that uses Feature Squeezing
and Random Discretization techniques to make them more robust against AML attacks. Although it is still possible for
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an attacker to design new samples that could evade our system, we believe our approach raises the bar for malicious
actors to penetrate our defense.

8.2 The Opportunity for Efficient Acceleration

The advent of CNNs combined with advancements in hardware has prompted chip vendors to introduce artificial
intelligence accelerators [27, 48] including the integration of such accelerators into smartphones [4, 6]. To this end,
we discuss how such accelerators could be used to improve the efficiency our design. To illustrate the opportunity for
efficient acceleration, we compared the runtime and energy of the most capable processor we used in our evaluation to
a standard GPU. This correlated to comparing the performance of the Core i7 processor from our high-end platform in
Table 1 to an Nvidia P2000 GPU [49] while running the classification phase of our design. We note that the Core i7 has a
Thermal Design Power (TDP) that is 1.2× higher than the Nvidia P2000’s TDP, and thus consumes a little more power.

Overall, we observed that the performance of the classification phase under different CNN models improved when
using the P2000 accelerator. On average, we observed that the speedup relative to the Core i7 configuration improved
by a factor of 2.7×. In general, the classification phase improved when using an accelerator as a function of the model
complexity and ranged between 1.3× to 5.2× depending on the CNN model. In particular, the classification phase
with LeNet exhibited a 1.3× speedup. This translates to an improvement in the overall time it takes to complete the
classification stage in the event that a user installs a new app or performs any updates. We observed a similar trend in
energy efficiency when using the accelerator. On average, the efficiency relative to the Core i7 configuration improved
by a factor of 14× which is particularly attractive to energy constrained platforms. Similarly, we note that the energy
efficiency of the classification phase improved as a function of the model complexity and ranged between 8.6× to 22.8×
in energy reduction depending on the CNN model. In particular, the classification phase with the LeNet model exhibited
an 8.6× reduction in energy. We note that even when comparing the runtime and energy of the Core i3 processor from
our mid-range platform in Table 1 to the P2000 accelerator, we still observed significant improvement in both speedup
and energy efficiency across all models. On average, we observed a 5× and 11× in speedup and relative reduction in
energy, respectively. We still observed 11× in energy reduction despite the fact that the Core i3 processor has a TDP
that is 1.2× less than the TDP of the P2000 accelerator. We believe these results underscore the potential our design has
for scaling to future accelerators.

9 RELATEDWORK

Ransomware Detection. The rapid growth in ransomware has prompted researchers to explore different solutions
throughmultiple bodies of work [2, 11, 25, 31, 32, 35, 44, 46, 57, 58, 61]. Techniques, such as UNVEIL [31] and CryptoDrop
[57] consider the sequence of API calls and the entropy levels of I/O transactions sent to the disk in order to detect
cryptographic transactions issued to the filesystem. Work by Kharraz and Kirda [32] proposed mediating access to
user files and redirecting privileged requests to a protected area. Other work, such as RWGuard [44] explored the
use of decoy files in addition to other I/O features to perform real-time detection of ransomware. Techniques like
RansomProber [11] monitor finger movements on mobile devices as a metric for distinguishing between benign and
malicious activity. They treat finger movements as an indicator that the user approves the application’s activity as
opposed to some unsupervised encrypting process that takes place without the user’s consent. Other work by Lachtar et
al. [35] explored the use of machine learning algorithms for classifying ransomware. However, the algorithms employed
in these studies have been shown to not generalize well and suffer from limitations related to overfitting. Recent
work by Amin et al. [3] explored the use of recurrent neural networks for malware detection. Although their solution
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offers a high detection rate against standard malware, it does not consider the impact of adversarial machine learning
attacks. A core component of the design proposed in [3] involves the use of long short term memory cells (LSTM) that
learn to recognize sequential input. However, this approach is vulnerable to simple perturbations that intersperse NOP
instructions across malicious code. Furthermore, the aforementioned work bases its detection on Dalvik byte code
that can be evaded by obfuscation attacks that embed malicious instructions directly in native form. Unlike [3], our
solution is robust against such obfuscation attacks since it analyzes the final native code to be executed on the platform.
We devise an approach that hardens CNNs against adversarial attacks. Finally, LSTMs have been shown to require a
significant amount of compute resources relative to CNNs [55]. This makes our solution solution more suitable for
deployment on mobile devices that are otherwise, resource constrained.

More recent work by Lachtar et al. [25] proposed an initial idea for harnessing CNNs to perform ransomware detection.
Other dynamic solutions include AntiBotics [2], which relies on access controls that periodically re-authenticate
applications attempting to modify or delete existing files. This ensures that I/O transactions which affect the filesystem
are invoked by authorized users instead of bots. Other work such as EldeRan [58] explore the relevance of desktop
related features such as registry key operations in Windows and file extensions as a way of classifying binaries as
ransomware. Unlike the aforementioned solutions that mostly focus on ransomware detection in classical desktop
environments, this paper explores a lightweight solution that seamlessly integrates into the runtime ecosystem of
mobile platforms. We propose a solution that detects both locker and encrypting ransomware while considering the
energy and performance constraints of mobile systems.
Ransomware Recovery. Multiple studies have proposed recovery techniques that enable the restoration of encrypted
data [9, 13, 24, 33, 37]. PayBreak [33] monitors system-level crypto services and holds generated cryptographic keys in
escrow for later recovery. FlashGuard[24] proposes a hardware-based solution that leverages out-of-place writes used
to mitigate long erase latencies associated with solid state drives as a mechanism for recovering previously encrypted
files. Other work [9, 13] explore backup solutions as a defense mechanism against ransomware. For instance, ShieldFS
[13], uses a driver that creates file backups in response to filesystem transactions as a way of safeguarding the integrity
of user data. Unfortunately, using such backup approaches are not suitable on mobile systems due to the limited storage
and compute resources. Other aforementioned solutions are also not sufficient alone since cryptographic algorithms
can be directly embedded in ransomware. Thus, preventing solutions such as PayBreak to get access to cryptographic
keys used by ransomware.

10 CONCLUSION

In this study, we propose an energy efficient solution that leverages convolutional neural networks to reliably detect
ransomware. We evaluate the effectiveness of using space-filling curves in transforming native instructions into images
for use with CNNs to detect mobile ransomware. We show that simple CNNs that are tuned for computer vision tasks
can be re-purposed to solve important problems in mobile security. We demonstrate that near ideal accuracy can be
achieved for detecting ransomware when combining CNNs with images generated through space-filling curves. We
evaluate the robustness of such CNNs to adversarial machine learning attacks and show the importance of hardening
CNNs against such attacks. Finally, with many mobile chips introducing artificial intelligence accelerators into their
processors such as Apple’s A15, Huawei’s Kirin 980, and Qualcomm’s 845 Snapdragon, we believe our work paves the
way for new security applications that can leverage these newly available accelerators in mobile processors beyond the
intended computer vision and natural language processing applications.
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